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BACKGROUND Artificial intelligence (AI) promises to accelerate scientific discovery, but it 
remains unclear whether AI systems can perform fully autonomous research, and whether 
they can do so while adhering to key scientific values, such as transparency, traceability, and 
verifiability. The aim of this study was to develop and evaluate an AI-automation platform 
that performs transparent, traceable, and human-verifiable scientific research.

METHODS To mimic human scientific practices, we built “data-to-paper,” an automation 
platform that guides interacting large language model (LLM) agents through a complete 
stepwise research process that starts with annotated data and results in comprehensive 
research papers, while programmatically backtracing information flow and allowing human 
oversight and interactions. The platform can run fully autonomously (in autopilot mode) or 
with human intervention (in copilot mode).

RESULTS In autopilot mode, provided only with annotated data, data-to-paper raised 
hypotheses; designed research plans; wrote and debugged analysis codes; generated and 
interpreted results; and created complete, information-traceable research papers. Even 
though the research novelty of manuscripts created by data-to-paper was relatively limited, 
the process demonstrated the autonomous generation of de novo quantitative insights from 
data, such as unraveling associations between health indicators and clinical outcomes. For 
simple research goals and datasets, a fully autonomous cycle can create manuscripts that 
independently recapitulate the findings of peer-reviewed biomedical publications without 
major errors in about 80 to 90% of cases. Yet, as goal or data complexity increases, human 
copiloting becomes critical for ensuring accuracy and overall quality. By tracking infor-
mation flow through the steps, the platform creates “data-chained” manuscripts, in which 
downstream results are programmatically linked to upstream code and data, thus setting a 
new standard for the verifiability of scientific outputs.

CONCLUSIONS Our work demonstrates the potential for AI-driven acceleration of scien-
tific discovery in data-driven biomedical research and beyond, while enhancing, rather than 
jeopardizing, traceability, transparency, and verifiability.

Introduction

A dvances in natural language processing have resulted in large language models 
(LLMs) such as ChatGPT (Chat Generative Pretrained Transformer) that are capa-
ble of writing text, answering questions, and generating code at a human level.1-5 
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Augmenting LLMs with external tools, as well as with auto-
mated iterative algorithmic prompting and multiagent 
interactions, has enabled them to tackle more complex, 
multistep tasks, such as solving mathematical problems,6-8 
coding and debugging large code projects,9,10 and creating 
book-long texts and scripts.11 Most recently, LLMs have 
even demonstrated a capacity to design and run experi-
ments as well as perform clinical diagnostics and evaluate 
scientific research.12-15 Yet, despite these advances, scien-
tific research, in particular the de novo creation of insights 
from data, remains a stronghold of human intelligence and 
ingenuity.16-21 Limitations of LLMs in this regard impede 
a potential increase in scientific discovery, especially in 
data-rich fields such as biomedicine and epidemiology. 
The recent advancement of artificial intelligence (AI) has 
led to spirited discussions about the potential and risks 
of the technology’s application in science22 and to emerg-
ing guidelines emphasizing the importance of key values, 
including accountability, oversight, transparency, and veri-
fiability, which are notoriously challenging in AI.23

Conducting research and compiling results and conclu-
sions into a transparent and methodologically traceable 
and verifiable scientific paper is a highly challenging task, 
involving multiple interconnected steps and requiring plan-
ning, inference, and deduction, as well as meticulous trac-
ing of information. Although scientists may, in principle, 
follow a myriad of creative paths toward discovery, certain 
conventional research paths have been established.24 These 
conventional paths typically follow an almost canonical 
sequence of steps: formulating and reshaping a research 
question in light of the literature, designing and executing 
a research plan, interpreting the results in the context of 
prior knowledge, and writing a research paper. Beyond this 
well-established multistep structure, the human-driven 
scientific process has three additional key characteristics. 
First, the process is not linear; it often requires iteratively 
reverting to earlier steps. Second, it is built on rigorous trac-
ing and control of both textual and quantitative information 
between steps. Third, at each of the steps, human scientists 
rely on feedback from peers, mentors, and external review-
ers, enabling a collective expertise that extends beyond 
individual capabilities. Taken together, these key features 
make science a unique process of human creativity.

Inspired by the research practices of human scientists, we 
built “data-to-paper,” an automation platform that system-
atically guides multiple LLM and rule-based algorithmic 
agents through the conventional steps of data-driven scien-
tific research, with automated feedback, iterative cycles of 
review and revision, and structured control and tracing of 

information flow between these research steps. We specif-
ically focused on a relatively simple and well- defined pro-
cess of hypothesis-testing research on preexisting annotated 
data. Starting with such a dataset, the process was designed 
to raise hypotheses; write, debug, and execute code to ana-
lyze the data and perform statistical tests; interpret the 
results; and write well-structured scientific papers that not 
only describe results and conclusions, but transparently 
delineate the research methodologies, allowing human sci-
entists to understand, repeat, and verify the analysis.

Discussions of emerging guidelines for AI-driven science23 
have served as a design framework for data-to-paper. The 
process of designing the system in light of these discussions 
has yielded a fully transparent, traceable, and verifiable 
workflow, and the algorithmic chaining of data, methodol-
ogy, and results that allows for the tracing of downstream 
results all the way back to the specific parts of code that 
generated them. The system can run with or without a pre-
defined research goal (in fixed-goal or open-goal modali-
ties) and with or without human interactions and feedback 
(in copilot or autopilot modes).

We performed three open-goal and two fixed-goal case 
studies on different publicly available datasets25-29 and eval-
uated the AI-driven research process as well as the novelty 
and accuracy of the scientific papers created by data-to-
paper. We show that data-to-paper, running fully auton-
omously (in autopilot mode), can perform complete and 
correct run cycles for simple datasets and research goals. 
However, for complex research, human copiloting becomes 
critical.

Methods
To autonomously analyze a user-provided dataset and 
create a research paper, data-to-paper guides multiple 
LLM and rule-based agents through a series of predefined 
research steps, each of which is designed to create well-de-
fined quantitative or textual research products (Fig. 1). The 
process includes the following steps: data exploration; liter-
ature search and iterative formulation of a research goal and 
hypothesis; creation of a hypothesis-testing plan; writing of 
data analysis code; creation of scientific tables; searching 
for related literature; and writing of the paper section by 
section (Figs. 1A and 1B, top; 17 steps in total). The research 
goal can also be provided as human input, in which case the 
goal-determining steps are skipped (fixed-goal modality, 
dashed bypass arrow, Fig. 1A; Supplementary Methods in 
Supplementary Appendix 1).



NEJM AI 3

B C

A

Data and DataDescription

Data Exploration

Research Goal

Literature Search I

Goal Validation

Hypothesis Testing Plan

Data Analysis

Table Design

Review

Writing

Similar Paper Search

Not yet Generated

Not Used

Provided as ContextOutput

Product

Human Input 

Provided as Data File for Code{a:b} Structured Text

</> Python Code 101 Numerical Data

Product Type

abc Free Text

</>

101

101

</>

101Data Exploration — Code Output

</>Data Exploration — Code

abcData File Description

abcGeneral Description of Dataset

101Data

LaTeX Text 

CitationsCIT

Research Goal abc

Pr
od

uc
t

Step

Literature Search I — Queries {a:b}

Hypothesis Testing Plan

Data Analysis — Code
Data Analysis — Tables

Data Analysis — Other Results
Data Analysis — Code Explanation

Table Design — Code

Table Design — Tables

{a:b}

{a:b}

TeX

0/1 Binary Decision PDF PDF

Paper PDF

Discussion TeX

Introduction TeX

Methods TeX

Title and Abstract TeX

Results TeX

TeX

Title and Abstract Draft
Literature Search II — Queries

Literature Search II — Citations

TeX

Data Exploration — Code Explanation TeX

TeX

CIT

Similar Papers CIT

Literature Search I — Citations CIT

Goal Validation 0/1

Data
 an

d D
ata

 D
es

cri
ptio

n

Data
 Exp

lora
tio

n

Data
 Exp

lora
tio

n Exp
lan

ati
on

Res
ea

rch
 G

oal

Lit
er

atu
re

 Sea
rch

 I

Sim
ila

r P
ap

er
 Sea

rch

Goal 
Vali

dati
on

Hyp
oth

es
is 

Tes
tin

g P
lan

Data
 A

naly
sis

 C
ode

Data
 A

naly
sis

 C
ode E

xp
lan

ati
on

Tab
le 

Des
ign

Title
 an

d A
bs

tra
ct 

Dra
ft

Lit
er

atu
re

 Sea
rch

 II

Res
ults

Title
 an

d A
bs

tra
ct

M
eth

ods

In
tro

ducti
on

Disc
uss

ion

Pap
er

 A
ss

em
bly

Literature Search

Search

Filter and
Sort

Coding

Review

Code Explanation

Devise Queries

Static
Check

Runtime
Check

Output
Check

Pass

Pass

Pass

Run Code

Fixed-Goal
Modality

Writing

Literature Search II

Title and Abstract

Methods

Title and Abstract Draft Review

Results Review

Introduction Review

Paper Assembly

ReviewDiscussion

System Prompt

Rule-
Based
Agent

Pass

LLM Performer Agent

LLM Reviewer Agent

Output Product

LLM 
Feedback

Pass

Programmatic
Feedback

Provided Prior Products

Mission Prompt

Extract Product

LLM Response
...

Invert Role

SYSTEM

USER

ASSISTANT

Product  

Product Wrapped
in Message

Message

Short Acknowledgement 

Message Attributed to

C
on

te
xt

 M
es

sa
ge

s

Review

Review

Request Code

Figure 1. Data-to-Paper Orchestrates Agent Interactions and Information Flow through a Multistep 
Research Cycle from Annotated Data to Research Paper.
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The process runs automatically through the series of steps 
(with human oversight and approval; Supplementary 
Methods), with each step creating one or more research 
products: free text, LaTeX text, structured text, binary deci-
sion, citations, Python code, and numerical data (Fig. 1B). 
In the coding steps, the LLM creates a Python code, which 
is then executed by data-to-paper to analyze the provided 
dataset and create numerical data products (such as tables 
for the paper; Supplementary Methods). In the literature 
search steps, a structured list of queries created by the LLM 
is used to retrieve a list of citations from an external citation 
database30 (Fig. 1A; Supplementary Methods). Ultimately, 
these intermediate products are automatically assembled 
into a complete research paper (labeled with an AI-created 
watermark for transparency; Fig. 1B; Supplementary 
Methods). All steps are recorded in log files, which allow 
data-to-paper to fully replay the run and generate the same 
manuscript (Supplementary Methods).

Each research step is implemented as a distinct conversation 
that features agent identity specification, provision of prior 
research products, mission instructions, and LLM responses 
with iterative feedback (Fig. 1C; Supplementary Methods; 
Fig. S1 in Supplementary Appendix 1). First, the LLM agent 
is given a specific identity (Supplementary Methods; e.g., 
“You are a scientist who needs to write literature search que-
ries”; performer system prompt, Table S1). Next, data-to-
paper populates the conversation with a set of provided prior 
products, which is a list of messages that provides the LLM 
with a predefined subset of research products from prior 
steps deemed important for the focal task (Figs. 1B and S1; 

and provided prior products, Table S1). This rigorous con-
trol of information flow between steps minimizes possible 
hallucinations that can otherwise result from the mixing of 
relevant and irrelevant information.31 It also allows data-
to-paper to trace, verify, and chain the sources of numeric 
results cited by the LLM (Supplementary Methods).

Next, a step-specific mission prompt message is appended, 
defining the new product that the LLM is expected to cre-
ate (e.g., “Please write literature-search queries …”; per-
former mission prompt, Table S1). Then, data-to-paper 
requests a response from the LLM model application 
programming interface,32-34 from which it extracts the 
requested product (based on defined formatting; Fig. S1; 
Table S1; Supplementary Methods). The extracted product 
then undergoes a series of rule-based algorithmic checks, 
providing constructive feedback to the LLM upon failure 
(Supplementary Methods; Figs. 1C and S1). To minimize 
errors in the coding steps, we built a unique framework that 
imposes guardrails against commonly observed coding and 
statistical analysis errors and bad coding practices by using a 
series of static code checks, runtime errors, package-specific 
guardrails, and output verifications (Fig. 1A, coding block; 
Supplementary Methods).

Once the created product passes the rule-based review, 
it may be refined further through LLM review (inspired 
by other multi-agent frameworks)9,35-40 as well as through 
human review (in copilot mode; steps with review ovals, 
Fig.  1A; Supplementary Methods). LLM review is imple-
mented as a parallel, role-inverted conversation, effec-
tively creating an exchange between two LLM agents 

Figure 1. (Continued) In Panel A, starting with a human-provided dataset and its textual description (oval with human icon), data-
to-paper executes a series of LLM research steps (boxes) and programmatic tools (ovals with gear icon), progressing toward the 
creation of a research paper. In fixed-goal modality, the research goal is human provided, and the goal-determining steps are skipped 
(dashed bypass arrow). Coding (yellow box), writing (green box), and literature search (red box) are modules consisting of several 
LLM steps and programmatic tools (Supplementary Methods in Supplementary Appendix 1). Each step creates a research product 
that undergoes rule-based review; an example of rule-based review is shown only for the coding step, where static, runtime (including 
package-specific), and output checks are performed (diamond-shaped decision points; Supplementary Methods). Some of the steps 
also incorporate an LLM review (review, dark ovals Supplementary Methods). In Panel B, each research step (columns) creates one 
or more research products (rows; output, blue), while using a provided subset of previously created products as inputs (provided 
as context, light blue). Products can be of different textual, structural, or numeric types (legend). Numeric products can be provided 
not only as conversation context, but also as data files for code (centered dot). The raw data files and their descriptions are provided 
as human input products (human icon). In Panel C, each research step is implemented as a distinct LLM performer conversation 
(Supplementary Methods), programmatically filled with context messages, including: a system prompt message defining the agent 
role (white message; Table S1), provided prior products, a series of USER-side messages (green) containing prior products (light blue 
octagons), each followed by a short LLM-surrogating ASSISTANT-side acknowledgment message (slim orange message), and a step-
specific mission prompt requesting the focal product (Table S1; Figs. S1 and S4; Supplementary Methods). This prefilled conversation 
is passed to an LLM performer agent, which generates a response from which the requested product (blue octagon) is then extracted. 
This product undergoes rule-based review (dark diamond) and LLM review (dark oval), where a response from another LLM agent 
is cast as if it were a USER-side response (invert role; Figs. S2 and S6; Supplementary Methods). In copilot mode, human review is 
requested after the LLM review is completed (not shown). LLM denotes large language model; and PDF, portable document format.



NEJM AI 5

List common pets.
Wrap with <>.

Sure! Here is the list:
<Cat, Dog, Rat>

<Cat, Dog, Rat>
Please review.

Rat is not a common pet.Rat is not a common pet.

Performer Conversation Reviewer Conversation

USER

ASSISTANT

Message Attributed to

Extracted Product

List common pets.
Wrap with <>.

Text Written by

abc

abc

Data-to-Paper

LLM

SYSTEM
  Cat, Dog, Rat 

Right. Corrected list:
<Cat, Dog>

Cat, Dog

Mission Prompt

Initial 
LLM Response

Initial 
LLM Response

LLM
Feedback

LLM
Feedback

Revised
LLM Response

Revised
LLM Response

Extract Product and
Request Review

B

Mission Prompt

A

Transfer and Invert Role

You are a reviewerYou are a scientist.

......

Extract Product and
Rule-Based Review

...

Provided Prior Products
(Omitted)

System Prompt

Provided
 Prior Products

Final Product

In the face of an escalating global diabetes epidemic, understanding the role of
physical activity in diabetes management and associated chronic health conditions is of
paramount importance. ...

Based on the material provided above ("Overall Description of the Dataset",
"Title and Abstract", ...), please write only the Discussion section ...

...
- Begin the discussion by directly stating the problem your research addresses. 
...

At the backdrop of the escalating global diabetes epidemic, this study aimed
to explore the role of physical activity, a cost-effective and accessible intervention,
in managing diabetes-related health problems, specifically high blood pressure,
high cholesterol, and coronary heart disease....

C
on

te
xt

 M
es

sa
ge

s

Figure 2. Exchange among LLM Agents Helps to Refine Research Products.
Panel A is a schematic illustration of an LLM review. The LLM review is implemented using role-inverting transfer of messages among 
parallel performer (left) and reviewer (right) conversations. Both conversations are initiated with an identity-defining system prompt 
(system prompt, white box), followed by relevant prior products (provided prior products, three dots, explained in Supplementary 
Methods, and Figs. 1C and S1 in Supplementary Appendix 1) and a mission prompt requesting the research product (mission 
prompt). Then, an initial response containing the product is returned (initial LLM response), from which the requested product is 
extracted and undergoes rule-based review (arrow with dark diamond; Supplementary Methods). The extracted product from the 
ASSISTANT-side message is then transferred to the reviewer conversation, where it is wrapped as a USER-side message (transfer and 
invert role, horizontal arrow). The LLM reviewer agent is replying with feedback (LLM feedback, orange box) that gets role-inverted and 
transferred back to the performer conversation (LLM feedback, green box). The product is refined according to the feedback (revised 
LLM response, orange box) and gets extracted (final product). Panel B is an example of an interaction between performer and reviewer 
during discussion writing (from Supplementary Run A5 in Supplementary Appendix 2). An initial draft of a discussion paragraph (initial 
LLM response) receives reviewer comments with suggestions for improvements (bold and highlighted text, LLM feedback), leading to 
textual improvements (bold and highlighted text, revised LLM response). LLM denotes large language model.
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(Supplementary Methods; Figs. 1C, 2A and S2). In copi-
lot mode, the user can provide additional review com-
ments, resulting in further LLM iterations (Supplementary 
Methods). Once a product passes the rule-based review, 
LLM review, and, optionally, human review, the step is con-
cluded, and data-to-paper proceeds to the next step, until 
all products are created, and the paper is assembled.

Although data-to-paper can work with any LLM, in the 
provided case studies, we used the ChatGPT model fam-
ily (from ChatGPT3.5 to ChatGPT4). Using current state-
of-the-art open-source LLMs, such as models from the 
Llama-2 model family, led to frequent mistakes that pre-
cluded completing full research cycles (Supplementary 
Methods; Table S2; Fig. S3). Of note, since ChatGPT mod-
els are not deterministic, each research cycle run of data-
to-paper — even on the same dataset and with or without a 
human-provided goal — unfolded with different analyses, 
yielding different overall manuscripts. All technical details 
can be found in the Supplementary Methods.

Results

OPEN-GOAL RESEARCH ON PUBLIC DATASETS

Running in an open-goal, autopilot modality (i.e., letting 
LLM agents define the research goal in an iterative process), 
data-to-paper was given two relatively simple, publicly avail-
able datasets: the health indicators dataset,25 an unweighted 
curated subset of the Centers for Disease Control and 
Prevention’s Behavioral Risk Factor Surveillance System 
from 2015,41 with 253,680 clean responses, each includ-
ing 22 features related to diabetes and general health (sin-
gle file of tabular data); and the social network dataset,26 
a directed graph representing Twitter, now known as X, 
interactions among members of the 117th U.S. congress, 
as well as member affiliations (two files, indicating node 
features and the links between them). For each of the two 
datasets, we ran data-to-paper for five full research cycles 
to create 10 distinct manuscripts (Supplementary Dataset 
A and B; Data Descriptions A and B; and Manuscripts A and 
B in Supplementary Appendix 2).

During the open-goal research cycles, which took about an 
hour each, data-to-paper generated and corrected hypoth-
eses, created and debugged code, composed search que-
ries and retrieved citations, and wrote and revised the 
manuscript section by section (see full conversations in 
Supplementary Run Files A and B; Figs. 2B and S4–S7). 
All manuscripts that were created followed the canonical 

structure of a research paper. These manuscripts included 
an appropriate title and abstract; a well-formulated intro-
duction that stressed the research questions in light of 
relevant literature; a methods section that provided a trans-
parent and human-traceable description of the analysis and 
key methodologies; several supplementary sections that 
provided all custom-written codes; properly formatted sci-
entific tables; a results section that described the findings 
while referring to each of the tables; and a referenced dis-
cussion that summarized the results, delineated limitations, 
and put the findings in a broader context (Supplementary 
Manuscripts A1–5 and B1–5). Although similar in struc-
ture, the five papers produced for each dataset addressed 
different topics and raised and tested different hypotheses 
(Tables 1 and S3). These papers were not highly creative, 
yet they did define a reasonable set of hypotheses, tested 
them with simple straightforward statistical approaches, 
and ultimately created and adequately reported de novo 
insights from the provided data.

By manually vetting the data analysis and the text of 
these papers, we found that of the 10 open-goal papers 
(5 for each of these simple datasets), 8 reported correct 
analyses with no major errors, but 2 were erroneous, 
showing fundamental analysis or interpretation mistakes 
(Supplementary Manuscripts A and B; Fig. 3A). The anal-
yses in all five health indicators papers were based on 
either logistic or linear regression models, and all per-
formed adequately while accounting for a reasonable 
choice of confounding factors (Table S4). Moreover, inter-
action terms were added when needed, and the dataset 
was adequately restricted to reflect the tested hypotheses 
(e.g., restricted to a diabetic subpopulation; Table S4). For 
the social network dataset, papers were based on linking 
graph properties with node properties, as well as on creat-
ing new node properties (e.g., state representative count), 
and then applying linear regression, analysis of variance, 
or chi-square tests on either the graph nodes or edges as 
appropriate (Table S4; see methods sections and anal-
ysis codes in each of the created papers, Supplementary 
Manuscripts A1–5 and B1–5).

In all 10 papers, the generated scientific tables correctly 
represented the results of the analysis. Vetting the text, we 
observed that data-to-paper adequately interpreted the 
analysis results with factual statements, correctly referred 
to tables and cited key numeric values from the analysis, 
and reasonably described the research question and find-
ings in the context of existing literature (green highlights, 
Supplementary Manuscripts A1–5 and B1–5; Methods). 
We also detected multiple imperfections, such as generic 
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phrasing, overstatement of novelty, and inadequate cita-
tions (yellow and orange highlights, Supplementary 
Manuscripts A1–5 and B1–5). Major mistakes, which 
affected results, were found in 2 of the 10 papers: In one 
of the health indicators papers, the results of a statistically 
sound analysis were misinterpreted due to hallucinations in 
the goal-specification step, leading to conclusions beyond 
the scope of the analysis and underlying dataset; and in 
one of the social network papers, an erroneous analysis was 
performed, resulting in unfounded statements on statisti-
cal associations between social interactions and party affil-
iations (red highlights, Supplementary Manuscripts A2 and 
B2, respectively).

To test data-to-paper with more complex and challenging 
data, we chose a dataset of SARS-CoV-2 infection events 
in healthcare workers with different vaccination statuses. 
The dataset contained uneven and unbalanced partici-
pant time series (infection dataset,27 two files containing a 
number of symptoms and viral variants and the time inter-
vals with medical events). Running data-to-paper on this 
dataset in autopilot, we found that it made major analysis 
mistakes related to data handling, whereby it incorrectly 
merged the two files or aggregated the time intervals, 
and thereby causing a data distortion (Fig. 3A; red high-
lights in data analysis code, Supplementary Manuscripts 
C1–4; Run Files C1–4). Yet, with human copiloting, 

data-to-paper was able to overcome these data handling 
issues and generate correct analyses and sound papers, 
recapitulating aspects of prior analyses of the data27 (see 
example Supplementary Manuscript Ch and Run File Ch, 
where ∼15 short human review comments were provided, 
related to both analysis and interpretation). Data-to-paper 
can thus autonomously tackle simple datasets in autopilot 
mode, but it requires human copiloting for correct analysis 
of complex datasets.

ESTIMATING RELIABILITY IN REPRODUCING PEER-
REVIEWED RESULTS

To more systematically assess the error rate in autopilot and 
copilot modes, we applied data-to-paper to two case stud-
ies for which we had benchmarks of published, peer-re-
viewed results. We specifically wanted to check two critical 
aspects regarding the reliability of analysis and interpre-
tation: the proper reporting of both positive and negative 
findings (challenge 1), and the performance for tasks with 
multiple different steps with tunable breadth (challenge 2). 
To test the capacity of data-to-paper to address these two 
challenges, we chose two peer-reviewed studies: a study by 
Saint-Fleur et al.,28 which adequately reports both positive 
and negative findings related to the association of a policy 
change in a neonatal intensive care unit with treatment 
choice and treatment outcome (challenge 1); and a study by 

Table 1. Examples of Topics and Findings of Papers Produced for Health Indicators Dataset (A1–3) and Social Network Dataset (B1–3).*

Paper Topic and Findings

A1 Topic: Diabetes and physical activity
Title: “Insights into the Relationship between Physical Activity and Diabetes Prevalence”
Conclusion: “[…] a negative association between physical activity and diabetes prevalence, independent of confounders such as age, 
smoking status, and education level.”

A2 Topic: Physical activity and glycemic control in diabetic population
Title: “Impact of Diabetes on Physical Activity, BMI, and Demographic Factors in a Large-scale Population Study”
Conclusion: “[…] distinct patterns in physical activity levels, BMI, age distribution, and sex proportions between individuals with and 
without diabetes.”

A3 Topic: Diabetes and diet
Title: “The Impact of Fruit and Vegetable Consumption on Diabetes Prevalence: Insights from a Nationwide Survey”
Conclusion: “[…] significant inverse relationship between fruit and vegetable consumption and diabetes prevalence, […]”

B1 Topic: Congress chamber and Twitter interactions
Title: “Discovering Communication Patterns in the U.S. Congress through Twitter Interactions”
Conclusion: “[…] uncovers a significant association between the House of Representatives and
the Senate regarding Twitter interactions.”

B2 Topic: Party affiliation and Twitter interactions
Title: “Party Dynamics in Twitter Interactions among Members of the 117th U.S. Congress”
Conclusion: “[…] a significant association between party affiliation and Twitter interactions, revealing higher levels of engagement 
within party lines.”

B3 Topic: Home state, party affiliation and Twitter interaction
Title: “Insights into Social Dynamics among U.S. Congress Members through Twitter Interactions”
Conclusion: “[…] significant distinctions in Twitter interactions among different political parties, […] unveil the influential role of 
represented states.”

*BMI denotes body mass index; the body mass index is the weight in kilograms divided by the square of the height in meters; Twitter is now known as X.
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Figure 3. Data-to-Paper Is Able to Autonomously Create Correct Papers for Simple Research Goals and 
Datasets While Human Copiloting Is Required to Ensure Accuracy in More Complex Settings.

In Panel A, for manuscripts generated in open-goal modality, a bar plot showing the fraction of correct (green), correct with 
imperfections (light green), and erroneous (red) papers that were generated for each of the three datasets. The numbers above the 
bar indicate the number of papers created by data-to-paper for each set. In Panel B, embedding vectors of the title and abstract of 
each paper were generated using SPECTER.42 Heatmap showing pairwise cosine distance between embedding vectors of the 5 health 
indicators papers, 5 social network papers, 5 infection papers, 10 treatment policy papers, 13 treatment optimization papers, and the 
2 original papers.28,29 Human icon indicates human intervention. In Panel C, similar to Panel A, for manuscripts generated in fixed-goal 
modality for the treatment optimization dataset; three sets of papers were created, corresponding to research goals of varying complexity 
(Supplementary Methods; Data Descriptions Ea, Eb and Ec; Fig. S8). For the most complex goal, data-to-paper was also run in copilot 
mode (human icon; Supplementary Manuscripts Eh1–3). For the annotation of manuscripts for imperfections and errors see highlighted 
text in Supplementary Manuscripts A1–5, B1–5, C1–4, D1–10, Ea1–10, Eb1–10 and Ec1–10. OP denotes original papers.
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Shim et al.,29 which builds several machine learning models 
for predicting optimal intubation depth in pediatric patients 
and compares their prediction accuracy with formula-based 
models; the task requires multiple analysis steps, whose 
breadths can be gradually tuned by altering the number 
of models to compare (challenge 2). Both studies provided 
well-annotated datasets, and both were published after 
the knowledge cutoff date of the ChatGPT models that we 
used to produce them (September 2021; Supplementary 
Methods), such that the findings of the studies were not part 
of the LLM’s training data. Therefore, its conclusions could 
not be simple retrievals from the training data. When data-
to-paper was run in open-goal modality, it typically chose 
research goals that were similar to or simpler than those 
in the corresponding original studies, which led to correct 
but often less interesting manuscripts (see Supplementary 
Manuscripts Do and Eo as examples).

To ensure a direct comparison with the original studies, we 
next ran data-to-paper with these two datasets in fixed-goal 
modality and provided it with the corresponding research 
goals of the original publication and ran it for 10 indepen-
dent research cycles (Supplementary Data Descriptions D 
and E; Datasets D and E; Tables S5 and S6; Manuscripts 
D1–10 and Ea1–10; and Run Files D and E). For each case 
study, the created papers were similar to each other in terms 
of content, terminology, and structure. Indeed, quantifying 
content similarity by the pairwise cosine distance between 
the vector embeddings of the title and abstract of all created 
manuscripts42 showed tight and distinct clusters correspond-
ing to the five case studies (Fig. 3). These fixed-goal papers 
were also similar to their respective original studies28,29 in 
content, terminology, and vector embeddings (Fig. 3B).

We manually vetted the analysis and reported results of the 
manuscripts created for each of the two study- reproducing 
challenges. For challenge 1, we found that all papers cor-
rectly reproduced the analysis, and eight of them reached 
the overall correct conclusions and adequately reported both 
the negative and positive results. All of these manuscripts 
used adequate statistical methodologies, either match-
ing the methods used in the original study28 or providing 
valid alternatives (Table S5; Supplementary Manuscripts 
and Run Files D). However, in two of the papers we iden-
tified interpretation errors, which also affected the overall 
conclusions in one of the papers (Fig. 3C; Supplementary 
Manuscripts D1 and D2, red and orange highlights; Tables 
S5 and S6). For challenge 2, we found that the rate of error 
varied critically with the breadth of the analysis. Although 
data-to-paper frequently failed (90% error rate) when pre-
sented with the original, broad research goal, it was able 

to correctly perform this multistep model development 
research for almost identical research goals, except for 
requesting to develop and compare fewer models (10 to 
20% error rate; Figs. 3C and S8).

We noted that in all cases, process reliability depends 
on the formulation of the research goal and on a well- 
structured, concise description of the dataset; less detailed 
and explicit formulations can increase analysis errors (Fig. 
S8; Supplementary Manuscripts Eai1–10, Ebi1–10 and 
Eci1–10 and Data Descriptions Eai, Ebi and Eci; and Run 
Files E). Finally, allowing human copiloting (Supplementary 
Methods) with a few brief review comments per run, typ-
ically in the code writing step, enabled data-to-paper to 
consistently create accurate papers, even for those with 
complex goals (Fig. 3; Supplementary Manuscripts Eh1–3). 
Altogether, these case studies provide an assessment of 
data-to-paper’s analysis and interpretation reliability, 
showing that for simple research goals, it can autonomously 
create reliable manuscripts in 80 to 90% of cases, but that 
for more complex goals, human copiloting is critical to 
ensure reliability.

Finally, noting the effort and necessity of manually vetting and 
verifying created manuscripts, we harnessed and enhanced 
data-to-paper’s step-to-step information tracing to actively 
chain results, methodology, and data in created manuscripts 
through algorithmically verified hyperlinks (Supplementary 
Methods, see specific data-chained Supplementary manu-
scripts, e.g., Ch; note that previously generated manuscripts 
are not data-chained). This approach creates manuscripts in 
which all cited numeric values are recursively linked to the 
specific lines of code where they are created. In particular, 
each numerical value cited in the manuscript is linked to all 
intermediate upstream products, such as a notes appendix 
that provides the formula and explanation for values that 
were transformed in the text; the specific table from which 
values used in these formulae originated; the corresponding 
output file of the code from which the table was created; and 
to the specific part of code that produced this output file (see 
hyperlinks in data-chained Supplementary Manuscripts, e.g., 
Ch; Supplementary Video in Supplementary Appendix  2). 
Such data-chained manuscripts facilitate systematic vetting 
of papers and set a new standard of traceability and verifiabil-
ity for the coming era of AI-powered research.

Discussion
Inspired by key features of human research, we combined 
ideas from prompt automation, tool augmentation, and 
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multiagent interaction approaches9,12,35 to guide multiple 
LLM agents through a full research path from annotated 
data to well-structured, transparent, human-verifiable 
papers. Tracing information through the different research 
steps allows data-to-paper to create data-chained man-
uscripts, in which results, methodologies, and data are 
programmatically linked. Although the novelty of current 
AI-driven research falls well behind that of high-end con-
temporary science, our platform demonstrates the de novo 
creation of new insights from provided data, thereby mim-
icking a key aspect of human research and taking science 
automation well beyond what is possible with algorithmic 
data exploration.43 Moreover, the process demonstrates 
versatility with respect to data types and research domains, 
and is able to perform different types of scientific research, 
such as association studies, network analysis, and the 
development and testing of machine learning models.

However, when run fully autonomously, the process is not 
error-free; despite attempts to minimize errors with multi-
ple guardrails, algorithmic checks, review cycles, and tight 
control of information flow, the notorious problem of LLM 
hallucinations31 and the inability to properly tackle com-
plex datasets led to fundamental errors in about 10 to 20% 
of created papers for simple analysis tasks and simple data-
sets, as well as to consistent failure in more complex tasks 
or with more complex datasets. Failures mainly included 
data handling or statistical errors, although an instance of 
a nonsensical hallucination statement was also observed. 
With human copiloting, several short review comments 
were sufficient to overcome these failure modes, possibly 
delineating best practices for real-world applications of 
platforms like data-to-paper. Of note, the effectiveness of 
human copiloting strongly depends on human expertise 
and highlights the importance of using domain experts in 
AI-assisted research to ensure accuracy and overall quality.

Our current implementation has several constraints: it is lim-
ited to textual and table outputs, is unable to pursue follow-up 
questions, and is restricted to hypothesis-testing research on 
preexisting data. Despite these current limitations, which 
are expected to be overcome with further developments in 
LLMs and refinements of our approach, the ability of LLMs 
to carry out scientific research presents important opportuni-
ties. Indeed, such AI research approaches could dramatically 
accelerate the pace of scientific research, especially in fields 
such as epidemiology and biomedicine, where new data 
are rapidly generated, often at a pace exceeding the capac-
ity of current research processes. Integrating data-to-paper 
or similar emerging AI-driven science platforms44 into the 
routine workflow of medical or public health agencies, such 

as surveillance bodies, health insurance providers, and hos-
pitals, could allow tapping into an underexploited source of 
data. Potentially, our platform might be integrated with con-
current efforts into the development of LLM-driven hypoth-
esis generation or paper review.45-47

Importantly, the creation of data-chained manuscripts 
demonstrates that AI-driven science does not necessarily 
jeopardize research traceability and verifiability; on the 
contrary, it can help enhance them even beyond the stan-
dard of human-driven research. However, there are also 
risks associated with this development, such as the dis-
honest use of such systems, for example, in the context of 
P-hacking48 or of overloading the publication system with 
medium-level and generic manuscripts that address insig-
nificant problems.49-51

Our approach implements specific features to mitigate 
some of these risks, in line with emerging guidelines on 
AI in science,23 including a transparent oversight process 
that allows human copiloting; unbiased reporting of either 
positive or negative results; the creation of transparent, 
AI-marked, data-chained, and human-verifiable papers; 
and a complete and fully replayable recording of each run. 
Given the relatively limited novelty and the potential for 
errors in fully autonomous AI-driven research, as well as 
the need for ethical judgments and accountability,23 we 
anticipate and urge that such AI-driven approaches will 
be used as scientist copilots, helping scientists in the more 
straightforward tasks, thereby allowing them to focus their 
minds and creativity on higher-level concepts.
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